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Abstract: 
Fault tolerance is an important capability for SOA-based 

applications, since it ensures the dynamic composition of 
services and improves the dependability of SOA-based 
applications. Fault detection is the first step of fault detection, 
so this paper focuses on fault detection, and puts forward a 
fault detection mechanism, which is based on the theories of 
artificial neural network and probability change point 
analysis rather than static service description, to detect the 
services that fail to satisfy performance requirements at 
runtime. This paper also gives reference model of fault-
tolerance control center of Enterprise Services Bus. 
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1. Introduction 

Service-Oriented Architecture (SOA) has been the 
most attractive approach of software system development 
for constructing complex distributed applications. By this 
approach, the SOA-based applications are built mainly 
through service discovery and composing but not coding. 
Application developers identify desired services in the 
service repository which can realize different parts of the 
functionality of an application and compose the available 
services into the target application through an appropriate 
application composition process.  

One of the important characteristics of SOA-based 
applications that are different from traditional software is 
dynamic discovery and composition [1]. It means that 
SOA-based applications can discover and compose services 
into themselves at runtime, which is necessary for the 
applications to locate the alternative services and replace 
existing ones that fail to satisfy the functional or 
performance requirements during their execution. Dynamic 
discovery and composition is the prerequisite for fault-
tolerant SOA-based applications. 

Dynamic discovery and composition requires four 

capabilities: (a) to identify existing services that fail to 
satisfy the functional or performance requirements for 
SOA-based applications; (b) to generate queries to locate 
alternative services that could replace existing ones; (c) to 
efficiently execute these queries at runtime; (d) to 
dynamically replace existing services during application 
execution [2]. Among these capabilities, fault detection, the 
capability to identify the failed existing services, is the 
precondition of other three capabilities, because successful 
fault detection is the guarantee for them to be employed 
properly. We can conclude, therefore, fault detection is the 
most important capability for fault-tolerant SOA-based 
applications. 

In recent a couple of years, many companies and 
organizations have provided their own SOA frameworks or 
solutions. For example, IBM provided a service-based 
foundation for enterprise-level business integration, 
WebSphere Integration Reference Architecture (WIRA), 
which provides a comprehensive set of services to support 
business integration for a large range of complex enterprise 
applications [3]. OASIS provided a reference model for 
service oriented architecture, which is based on unifying 
concepts of SOA and may be used by architects developing 
specific service oriented architectures or in training and 
explaining SOA [4]. Microsoft provided its own SOA 
building block: BizTalk server, which along with WCF 
could play a pivotal role in organizations that have existing 
investments which need to be enabled to form a service-
oriented architecture [5]. TIBCO, the world leading 
software company in business integration and process 
management, provided an Event-Driven SOA framework 
[6]. Oracle also offered Oracle SOA Suite, which is a 
comprehensive, hot-pluggable software suite for the 
building, deployment, and management of a Service-
Oriented Architecture [7]. BEA’s AquaLogic is also a 
product family for supporting SOA [8].  

These frameworks or solutions, however, have not 
emphasized the capability of fault tolerance. Actually, in 
[3], WebSphere Architecture even was considered as a 
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service-oriented architecture without fault tolerance. This 
fact shows fault tolerance is an important issue for IT 
industry, but it has not completely resolved yet.  

As we mentioned, the purpose of fault detection is to 
identify two kinds of services: the services that fail to 
satisfy functional requirements and the services fail to 
satisfy performance requirements. We focused on the latter 
kind of services, because the failure of the former kind of 
services may be caused by semantic errors which have to 
be manually identified and corrected, meanwhile, the 
failure of the former kind of services can be automatically 
detected via appropriate mechanism. 

This paper puts forward a fault detection mechanism, 
which is based on the theories of artificial neural network 
and probability change point analysis, to detect the services 
that fail to satisfy performance requirements. This paper 
also gives reference architecture of fault-tolerance control 
center of ESB (Enterprise Services Bus). 

2. Rationale of this mechanism 

The purpose of our mechanism is to detect the services 
which have not satisfied performance requirements any 
longer. Performance, to put it simply, is how quickly the 
system can respond to a given logical operation from a 
given individual user. Response time is a measure of the 
amount of time the system consumes while processing a 
user request, which is made up of three things: latency, 
which is the amount of time spent processing overhead just 
to get to the point of carrying out a service; wait time, 
which is the time spent waiting for the service, or, once the 
service is executing, the time spent waiting for resources; 
and service time, which is the time needed to process the 
request when no waiting is involved [9].  

Since response time is an important index of service 
performance, we can use it to determine whether the 
specified service satisfies its performance requirement or 
not. A fixed value of response time, however, is not 
suitable for SOA-based application, because the number of 
service invocation requests at any time is a variable but not 
a constant, we even cannot determine the maximum of this 
number when we develop the services. It means if we 
specify a fixed value or a fixed range of response time to 
indicate the acceptable performance requirement of service, 
this value or range hardly reflect the real time context.  

Instead of specifying a fixed range of response time, 
we should dynamically predict the current response time at 
runtime according to the real time context. We use certain 
number of the past mean response times for given period of 
time to accomplish this prediction, for instance, we can 
dynamically predict the current mean response time for 1 

second according to 15 past mean response times for given 
period of time, which respectively represent mean response 
time for 1 second of 15 seconds before the time under 
predicting. It is obviously that it is non-linear relationship 
between the past mean response time and current mean 
response time, so we establish an artificial neural network 
to compute the function between them, because artificial 
neural network is capable to compute any logic or 
arithmetical function [10]. 

After dynamically predicting the current mean 
response time, we need to compare this predicted value 
with the current real-time mean response time to check 
whether the error between them is greater the acceptable 
error that we configured in advance. It is straightforward 
that if the error between them is not greater than the 
acceptable error, it means the service satisfies its 
performance requirement. But when the error between them 
is greater than the acceptable error, the situation is much 
more complex. We cannot simply say the service fail to 
satisfy its performance requirement, because the error 
beyond may be caused by two reasons: the number of 
service invocation requests increased sharply, and the 
service itself has been corrupted. For the former reason, it 
does not indicate that the service has failed to satisfy its 
performance requirement, so we need to discriminate the 
two kinds of reasons. 

We can use probability change point analysis, which is 
also a mathematical tool for analyzing non-linear system, to 
determine whether the error beyond is caused by the 
sharply increased number of service invocation requests. 
We take a sample space of the numbers of service 
invocation requests to periodically check whether the sharp 
increase happened. If the probability is stabilized at a 
certain value, it means there is no sharp increase happened. 
In this case, if the error beyond takes place, the reason for it 
is the service has been corrupted, and we say we detect a 
fault. If the probability is changed at an unknown time t, we 
say t is a probability change point, it means the error 
beyond should be due to the sharp increase of the number 
of service invocation requests. In this case, we consider that 
we need find more service instances to balance the load. 

Since the services are highly dynamic, and their states 
are maybe different at any time. In order to improve the 
accuracy of prediction, the artificial neural network should 
study continuously. So in our mechanism, the prediction 
error would always be sent back to the artificial neural 
network as a feedback, and we would always use the 
newest learned function. 
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3. Prediction of current mean response time 

As we described, we use artificial neural network to 
prediction the current mean response time. Actually, 
artificial neural network apply the function approximation 
theorem to compute the target function, so the result 
function is an approximate function but not the real 
function. Our aim is to reduce the error between the 
approximate function and real function. In this section, we 
describe the structure of this artificial neural network, the 
predicting algorithm we used. 

3.1. The structure of artificial neural network this 
mechanism used 

The typical artificial neural network models include 
back propagation neural network ， radical basis neural 
network, Hopfield neural network, and so on [11]. They all 
compute the approximate function based on the overall 
function approximation theorem. However, each of these 
individual models all has some defects. For example, back 
propagation neural network is apt to fall into the local 
minimum error point, although we can use some improved 
algorithm, such as gradient descent momentum algorithm 
and conjugated gradient algorithm, to improve the predict 
result. Another example is radical basis neural network, its 
principle is mapping the input space into a new space 
which has enough dimensions, and searching in the new 
space for the surface which can best fit the training data. If 
the values of input neurons are all close to each other, the 
mapping result would be difficult for searching. 

Since the each single model all has some defects, we 
use a composite model which combines the back 
propagation model and radical basis model. The structure 
of this model is shown in Figure 1. 

 
Figure 1. The structure of the artificial neural network 
which this fault detection mechanism used 

In above structure, Function Approximation Network 
is a back propagation network, which can accomplish the 
first time approximation. Meanwhile, Error Approximation 
Network is a radical basis network, which can use the error 
generated in the first time approximation to approximate 
again. The outputs of the two networks compose the final 
output. This composite model can reduce the error 

generated by back propagation network and radical basis 
network, but it needs a longer training process. 

3.2. The training and predicting algorithm 

The algorithm applied into the composite artificial 
neural network includes two parts: the first part is the 
training algorithm for training the artificial neural network, 
the second part is predicting algorithm for predict the 
current mean response time. 

Before we describe the training algorithm, we explain 
the signs in Figure 1 at first.  is an input sample; is a 
learning sample; represent the output generated by 
Function Approximation Network according to input ; 

represent the error between learning sample T and the 
predicting result ; is the output of Error 
Approximation Network; is the final output of this 
composite artificial neural network. 

iP iT
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ie

ia i 'e
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The training algorithm has five steps, as the followings: 
Choose sample space S, which includes enough 

samples for training. 
For each sample  in S, use it as the input of 

Function Approximation Network and train this network 
with some back propagation algorithm, such as gradient 
descent momentum algorithm, to get an output . 

iP

ia
For each output , calculate  according to formula 

(1). 

ia ie

0e T a= − 0                                                (1) 
For each , use it as the input of Error Approximation 

Network and train this network with radical basis algorithm 
to get an output . 

ie

i 'e
After training with the sample space S, we can use the 

predicting algorithm to dynamically predict the current 
mean response time. As we mentioned, when we use this 
network for prediction, the inputs of network are past mean 
response times for given period of time. We need to 
preprocess the inputs according to formula (2) to limit all 
the input values into the range from 0 to 1. In formula (2), 

is the maximum of all input values, is the 

minimum of all input values, is an input value, and is 
the processed value of . 

maxa mina

ia ia ′

ia

max

max min

i
i

a a
a

a a
−′ =

−
                                         (2) 

After preprocessing the input values, we use them as 
input of composite network to calculate the final output  
according to formula (3). 

iy
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i iy a e= + i                                             (3) 
After getting , we can compare it with current real-

time mean response time to check whether the error 
between them is greater the acceptable error that we 
configured in advance. If the error is beyond the acceptable 
error, we need to use the change point analysis to determine 
whether the error beyond is caused by corruption of service. 

iy

4. Probability change point analysis of service 
invocation requests 

We use probability change point analysis to 
prognosticate the sharp increase of the number of service 
invocation requests. Similarly to the artificial neural 
network we designed, the learning samples are past 
numbers of service invocation requests for given period of 
time. The sample space for change point analysis is usually 
much greater than the one for predicting the current mean 
response time. If we write M samples in a given unit period 
of time, and we take all the samples in N units of time, we 
will get a sample space R, which has N  independent 
samples , ,…, , and represents the number of 
service invocation requests at m time of n unit. 

M×
11r 12r N Mr × n mr ×

The algorithm for find change points is described as 
the followings: 

Observe the sample space for M times, and observe a 
single column of the sample matrix per time. In the 

ths single observation, we compare 1sr , 2sr ,…,  with 
threshold t, and use 

Nsr

so to represent the probability of the 
observed event occurrence. We use sx to represent whether 
there is a sharp increase of the number of service 
invocation requests at the time of M in a single observation. 
If so is greater then C, then sx  is set to 1, otherwise, sx is 
set to 0. Then, after M times observation, we will get 
another independent sample space 1x , 2x ,…, Mx , and 

tx represents the times of event occurred (0 or 1) in the 
single time observation. tht

Calculate and  according to the formula (4) and 
(5). 

1p 2p

( ) ( ) 11 1 0 , 1,2,..., 1t tp x p x p t m= = − = = = −  (4) 

( ) ( ) 21 1 0 , ,...,t tp x p x p t m N= = − = = =  (5) 
Calculate and according to formula (6) and (7) to 

respectively represent the accumulated times the observed 
event occurred and did not occur in former k observations. 

ku kv

1 2 ...ku x x x= + + + k

1

 (6) 

k ku v k+ =                          (7) 
It is obvious that is the frequency of sharp 

increase occurrence in former k observations, and 
is the frequency of observed event occurrence in all 

the M observations. 

/ku k

/Mu M

Calculate the statistical value according to formula 
(8): 

kT

( / / ), 1, 2,...,k k mT k u k u M k M= − =  (8) 
Calculate the mathematical expectation of  

according to formula (9): 
kT

1
1 2

1
1 2

( 1)( ) 1
( )

( )( 1)( )
k

kM M m p p k m
E T

M M k m p p m k M

−

−

⎧ − + − ≤ ≤ −
⎪
⎨
⎪ − − − ≤ ≤⎩

     (9) 

We can see that if  ，1p p≠ 2 ( )kE T  increases with 
the  , and reaches the maximum at , 
and then decreases with , and at , it 
reaches the minimum 0. if ，

1,2,...,k = m 1k m= −
,...,k m M= ,...k m M=

1 2p p= ( )kE T  is always 
equal to 0. 

Calculate 1T , 2T ,… MT , and calculate according 
to formula (10): 

~
m

~ 1 2max( , ,..., )M
m

T T T T=  (10) 

Then is the change point. 
~

* 1m m= +

If there are several  all make 
~
m ~

m
T  to the maximum, 

then, it is shown that there are multiple change points, and 
each of them represents a sharp increase in the number of 
service invocation requests. 

If the error between predicted mean response time and 
real-time mean response time is greater acceptable error at 
the time which is a change point, it means we need find 
more service instances to balance the load. If the error 
beyond took place at the time which is not a change point, 
it means the service has been corrupted, and we 
successfully detected this fault. 

5. Reference architecture of fault-tolerance control 
center of ESB 

In [3], the authors abstracted the architecture of fault-
tolerance control center of ESB. We extend this 
architecture by adding three components into it to support 
our fault detection mechanism. The reference architecture is 
shown in Figure 2. 
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Figure 2. Reference architecture of fault-tolerance control 
center of ESB 

In this reference architecture, the Data Collection 
Service, Dynamic Composition Manager, and Dynamic 
Workflow Specification are put forward by the authors of 
[3]. Data Collection Service will keep on monitoring the 
behaviors of the participating services and collect data at 
runtime [3]. We add a Database to store the collected data, 
because the sample spaces for mean response time 
prediction and change point analysis are too much to store 
in memory. The Artificial Neural Network for Prediction 
queries the Database to get appropriate samples to predict 
the current mean response time. The predicting result is 
sent to Change Point Analysis Module to check whether 
there exists a change point of the number of service 
invocation requests. The checking result is send to 
Dynamic Workflow Specification to determine whether the 
workflow specification should be modified or not [3]. If the 
workflow specification is modified, the Dynamic 
Composition Manager will re-composite the workflow at 
runtime [3]. 

This architecture is a coarse-grain one, when applying 
to specific SOA-based application, it needs to be refined 
and customized. 

6. Conclusion 

In this paper, we put forward a fault detection 
mechanism, which is based on the theories of artificial 
neural network and probability change point analysis, to 
detect the services that fail to satisfy performance 
requirements. Although artificial neural network and 
probability change point analysis are also mature theories 
and we can prove the correctness of this mechanism, we 
lack of experiment data yet. We will establish a practical 
SOA-based application to validate the correctness of this 
mechanism in future. 
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